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A new approach to texture characterization fromaagic CT scans of the liver is presented.
Images with the same slice position and correspantti three typical acquisition phases are
analyzed simultaneously. Thereby texture evolutthning the propagation of contrast
product is taken into account. The method is agpigerecognizing hepatic primary tumors.
Experiments with various sets of texture parametatstwo classification methods show that
simultaneous analysis of texture parameters deriveth three subsequent acquisition
moments improves the classification accuracy.
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1. Introduction

Computed Tomography (CT) in now a widely appliedltéor diagnosis of hepatic

tumors. The visual analysis of image series, aeduirsually before a contrast product
injection and during its propagation, enables dscto detect lesions and to recognize,
to a certain extent, the type of pathology. Howgugmost cases, visual inspection of
CT scans could not be sufficient for proper imagterpretation. Even for experienced
radiologists, the correct differentiation of tumaffected tissue is a difficult task. The
definitive diagnosis often requires invasive praged like needle biopsy or even
surgery, which carry a risk of complications. Neamputer-aided image processing
methods (in particular methods of their texturelygsig), in combination with effective

classification algorithms, can considerably imprabe accuracy of the diagnosis.
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Extracting the information not normally detected thg human eye, those techniques
could reduce or even eliminate the necessity dbpming the invasive techniques [1].

An objective and explicit characterization of imaggions is one of the crucial
problems to deal with when a computer aided imagayais is performed. One of the
most useful sources of information about analyzedge regions could be their texture
[2]. The texture analysis consists in extractinged of numerical parameters (so-called
texture features) to characterize Regions of Iste{l@Ols) defined in the organs under
study. Each of the texture parameters expresspedified property of the texture, like
coarseness, homogeneity, or the local contrastaiSa great variety of texture features
extraction methods has been investigated. The pempaexture parameters are
generally derived from simple (e. g. first ordedagradient-based) statistics or more
sophisticated (for example, based on co-occurrematices [3] or run-length matrices
[4]) statistical properties of the image. Anothersgibility encompasses model-based
approaches (e. g. fractals [5] and Markov field$, [Bansform methods (Fourier-based
and Gabor-based [7], or wavelets [8]) or mathemhticorphology operations [9]. The
proposed methods of texture analysis, appropriadeligpted for a particular clinical
problem, have successfully been applied to a braade of imaging modalities and
diagnostic problems such as: classification of rbraimors (Magnetic Resonance
Imaging) [10], solid breast nodules (ultrasound}][Dbotulism on trabecular bone (X-
ray radiograms) [12], coronary plaques (intravascuiltrasound) [13], or focal liver
lesions, (Computed Tomography) [14]. An exhaustexew of the methods and their
medical applications can be found in [1].

The first application of texture analysis for chaegization of pathologically
changed regions of liver tissue in tomographic iesagvas presented in [15]. In the
work it was shown that values of the gray levetriistion derived from the run-length
matrix were significantly different in normal andahignant tissue. Chent al. [16]
proposed an automatic diagnostic system for CT livage classification that was able
to automatically find, extract the liver boundamydato further classify its two major
malignant lesions. The system used an artificialralenetwork in combination with
fractal and co-occurrence features. A similar appho(the back-propagation neural
network based on first order and co-occurrenceufeaj was applied to recognizing a
normal and abnormal liver [17]. In [18] the comhkina of four different fractal
dimension estimators (corresponding to the powerctspm method, box counting
method, the morphological fractal estimator and ktienearest neighbor method) and
the fuzzy C-Means algorithm were applied to difféi@e normal liver parenchyma
from hepatocellular carcinomaRecently, Gletsost al. [14] presented a system that
used co-occurrence descriptors and three sequgnpédced feed-forward neural
networks for classification of normal and pathotagiliver regions. Finally, in [19] a
computer-aided diagnostic system to classify fdoar lesions by an ensemble of
neural network and statistical classifiers was pegg. This system used first order
statistics, co-occurrence matrix and gray-leveledénce matrix features, Laws’ texture
energy measures, and fractal dimension estimatarkaracterize four different types of
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liver tissue. All aforementioned systems were agplio non-enhanced CT scans and
did not consider dynamic CT.

In our investigations [20], texture classificatimi the hepatic metastasis was
performed on the basis of dynamic CT. Images cpamrding to three acquisition
phases (non-enhanced images and after a contragtigbrinjection, in arterial and
portal phases) were analyzed separately. It wasrstibat considering the acquisition
moments could improve the classification accurécy21], for the first time, three CT
scans with the same slice position and correspgrdithree acquisition moments were
analyzed simultaneously. The preliminary resultevad that taking into account
texture evolution when the contrast product is pggted led to a considerably better
image recognition.

The remaining sections of the paper are organisddliws: in the next section the
process of classifier induction based on image datdescribed and the method of
construction of multi-phase feature vectors is @nésd. The third section contains the
description, and results of the performed experisi@n which two methods of
classification (Dipolar Decision Trees and Suppéettor Machines) were applied in
recognition of two main primary hepatic tumors. Tdtgtained results are discussed at
the end of the section. Short conclusions and éyplains follow in the last section.

2. Texture classification

The first step in applying any computer-aided d@sjit tool based on the classifiers is
preparation of the learning set, which will be ugedgenerate the classifier. The
learning set is created from the database of imémewhich the diagnosis is known.
When the classifier is built it can be applied iegtiction of new Regions of Interest.

2.1. Classifier induction based on the image datake

In figure 1, the schematic process of classifielugtion based on previously gathered
and described by the doctor-specialist image datlmsummarized. After the visual
detection of pathological regions, ROIs are dramgide the lesions. The localization of
the concerned Regions of Interest can be performadually or semi-automatically
with the employment of adequate segmentation prgesd The tissue characterization
of each ROI is then performed. It consists in daliion of the sets of texture
parameters that will create feature vectors (eacresponding to an individual region)
of a learning set. For each image region, the edgin vector also includes the label
(class) corresponding to the verified diagnosisn&times the feature selection is then
performed in order to choose the most relevanufeat eliminate the redundant ones,
reduce the dimensionality of feature vectors amditlihe further computation time.
Different approaches for feature selection towanddtiphase liver CT images are
investigated in [22]. Finally, the classifier idirced from the learning set composed of
the labeled feature vectors. After its generatiba,classifier can be used in recognition
of unknown image regions. Figure 2 presents schierpaicess of classifier application
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to the recognition of ROI. For a given image, aiBe@®f Interest is traced but now the
class of the concerned ROI is not known. The sagefeatures as it was utilized
during the process of classifier induction is thealculated for this image region.
Applying a set of previously generated classifielews us to make a decision and
associate one of the classes with the analyzed ROIL.

Detection Tissue Classifiers
characterization Inductior
Features | Class

122302 |
210306 ad

011316 . \:%})_’C/H

Database of images Reg|ons of Interest Learning set Classifiers

Fig. 1. Induction of the classifiers from the preprocesdathbase of images [20]. C and H stand
for exemplary liver tissue classes: cirrhosis aapatocellular carcinoma, respectively

Detection Tissue Classifiers
characterizatiol applicatior
Features | Class| *
Decision
Image Region of Interest Feature vector Classifiers

(unknown class)

Fig. 2. Application of the classifiers to the recognitiohumknown Region of Interest. C and H
stand for exemplary liver tissue classes: cirrhasid hepatocellular carcinoma, respectively

2.2. Texture evolution during propagation of contrat material

In clinical practice, when medical imaging is penfed, diagnosis often bases on
simultaneous analysis of image groups, in whictheéa@ge presents in a different way
the same part of the analyzed organ. Consecutiageénseries can be acquired with
different acquisition parameters (e. g. repetititme and echo time for MRI) or
different phases of contrast material propagatfon éxample — in CT of abdominal
organs). When liver disorders are concerned, thcae series are usually acquired: the
first — before the injection of the contrast protube following two series are realized
on contrast-enhanced images, in arterial and pgfialses of contrast propagation.
Radiologists commonly exploit an evolution of tiestie region appearance in the three
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consecutive images (corresponding to the threeeafentioned acquisition phases) as a
discrimination factor in the hepatic tumor diagsosi

When designing a computer-aided system for diagno$i hepatic tumors, an
analogous idea was adapted. Not only texture ctearstics of the considered region
are analyzed, but also their changes in the thegaisition moments. Figure 3 presents
the scheme of construction of “multiphase” featugetors. Three images in the picture
present the same liver slice in the three acgarsithoments (N — no contrast, A —
arterial phase, P — portal phase). The same ragiotierest (with the same position and
size) is then traced on the three images. Nexgetlgroups of texture features are
calculated (each feature vector corresponds to afnéhe three regions of interest).
Finally, three vectors are concatenated in one tiphdse” vector, containing the
parameters corresponding to the three acquisitioments.

Vectors of texture parameters
N ! A ! P
—, ¢ OOOd : COITTT - OO
H: OO | 1171171 | O
- CHOHTTITTIIITTIITTITT]
no contrast  arterialphase  portal phase N S EEEEEEEEEEEEEEEEE

(N) GV )

Fig. 3. Construction of the “multiphase” feature vectoesctibing the evolution of liver tissue
appearance in the three consecutive images, condsm to three acquisition phaséé:(no
contrast) A (arterial phase)l (portal phase). In each image, two Regions of &stewere traced:
C, for cirrhotic liver andH, for liver affected byhepatocellular carcinomawhere indexx
corresponds to one of the three aforementionedisitiqn phases

3. Experiments

The proposed approach to a multiphase texture ctesization was applied in the
classification of liver tumors in dynamic CompufEodmography. Three classes of ROIs
were being recognized: the normal liver and its twain primary malignant lesions:
hepatocellular carcinomandcholangiocarcinoma

3.1 Experimental setup

A database of 495 images (165 images for each sitiquiphase) from 22 patients was
gathered in Eugene Marqgius Center, the Universitggital in Rennes, France. The
acquisitions were performed with a GE HiSpeed CTiae and the standardized
acquisition protocol was applied: helical scanniwgh slice thickness 7 mm. For each
patient, an appropriate amount of the contrast niedteas chosen (about 100 ml), and
the injection was performed at 4 ml/s. The acgoisibf the images in the arterial phase
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started about 20 seconds after the contrast pradjedtion. Images corresponding to
the portal phase were acquired with delay of 5G-68ll images had a size of 512x512
pixels with 8-bit gray levels and were represeriteBICOM format.

For each tissue type and each acquisition phased®®verlapped circular regions
of interest of radii of 30-70 pixels were chosehey were manually placed avoiding
the biggest vessels. In questionable cases, wieerathiological report did not a precise
enough lesion location, the expert was asked titiposhe ROI. All the cases were
confirmed by a histopathological analysis. Figuregrsents examples of analyzed
regions of interest corresponding to the analyzéasses of tissue in the three
acquisition phases.

no contrast arterial phase portal phase

Normal liver

Hepatocellular

carcinoma

Cholangiocarcinoma

Fig. 4. Examples of analyzed textures extracted from he@ images

3.2 Texture characterization and classification métods
In the presented experiments the following groupexture features were extracted:
- 4 first order parameters (calculated from the deagl histogram)£O),
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- entropy of image after filtering it with 14 paird aero-sum 5x5 Laws’ filters
(Lawsg,

- 8 Run-Length Matrix featurefR(M),

- 11 Co-occurrence paramete@dM),

- 35 parameters obtained with all of the aforemetibmethods.

Co-occurrence Matrices and Run-Length Matrices weneated for 4 standard
directions of pixel pairs (pixel runs)?045°, 9¢°, and 138. For these two methods, the
number of gray levels was reduced from initialed256 to 64. When creating Co-
occurrence Matrices 5 pixel distances were takdéa atcount (1, 2, 3, 4 and 5).
Features obtained for different directions andedéht distances were averaged. For
image filtration, 24 Laws’ filters were considereflhe sum of elements of every
convolution matrix was equal to zero. Pairs ofefiftd images corresponding to the
applied masks and their rotations were added. Imamegresponding to symmetric
masks were multiplied by two.

Four experiments were performed for each of aforgimeed sets of features. In the
first three ones, feature vectors correspondirtree acquisition phases (N, A, P) were
analyzed separately. In the last one, “multiphafeglture vectors (created for three
regions of interest corresponding to the three Bsagn subsequent acquisition
moments) were analyzed simultaneously. In each taseclassification methods were
used for texture recognition: Dipolar Decision T8d®DT) [23] and Support Vector
Machines (SVM) [24]. The learning sets used fossifier induction were composed of
75 observations corresponding to each acquisitisas@ (225 observations in total).
Test sets of equal number of feature vectors weesl dor classifier validation. For
Dipolar Decision Trees, the weights of mixed digoleere 1, 10, 100, 500 and 1000,
while the weights of pure dipoles were equal to. dfex Support Vector Machines, two
kernel functions were used: polynomials with a degranging from 1 to 6, and Radial
Basis Functions with parameter gamma ranging fréfith 10™. For each of the cases,
the best classification result was chosen. Tablaadl2 present the accuracy obtained
for DDT and SVM classification methods, respectvel

3.3 Discussion

As it can be seen in Tables 1 and 2, the classitajuality was generally high. For
each classifier, the best results were obtainedyfoups of all texture features (in all
cases the classification accuracy was greater %86 for Support Vector Machines
and was about 99% for Dipolar Decision Trees). €arh case, a higher accuracy was
observed for Dipolar Decision Trees (the highedfedinces in the classification
accuracy could be noticed for RLM set of featumsn more than 40% in the arterial
phase). Finally, it can be observed that regardiéshe texture analysis method and
regardless of the classification method, the diassion quality is significantly
increased, when the feature vectors are compospdrafneters from three subsequent
acquisition moments (N + A + P). The highest clssiion accuracy (99.53%) was
obtained for the group of all 35 texture featuréth\wipolar Decision Tree.
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Table 1.Classification accuracy (%) obtained with DDT foffelient groups of texture features

no contrast (N) arterial phase (A) portal phase (P) + A+ P
FO 90.16+ 1.31 85.82+ 1.48 90.4G: 1.69 98.76 0.73
Laws 91.13+0.84 92.2% 1.25 88.33 2.20 95.1% 1.19
COM 96.36+ 0.88 94.2% 1.79 94.87% 0.83 99.6A 0.37
RLM 95.53+ 1.02 93.8% 1.28 95.45+ 1.59 99.73.0.42
all features 99.11+ 0.74 98.8% 0.44 99.18t 0.62 99.53 0.86

Table 2. Classification accuracy (%) obtained with SVM faffetent groups of texture features

no contrast (N) arterial phase (A) portal phase (P) + A+ P
FO 82.46+ 0.59 71.1% 0.69 74.44+ 0.90 89.42+ 0.91
Laws 79.38+ 1.24 71.42 1.59 66.27 1.08 82.44+ 1.20
COM 86.80+ 0.63 78.71 0.31 76.2°# 0.66 91.47# 0.55
RLM 71.02+ 0.89 51.42+ 0.66 56.5G 1.14 71.82+1.87
all features 91.02+ 0.86 90.0% 0.56 90.0G: 0.83 95.87% 0.93

4. Conclusions

In the work a new method of characterization oftéhdure from multiphase CT images
was presented. Images with the same slice locatmmhcorresponding to three typical
acquisition moments were analyzed simultaneouslythis way the texture evolution
during the propagation of the contrast product taéien into account. The method was
applied to recognizing normal liver and its two marimary tumors. Experiments with
various sets of texture parameters and two claasifin methods showed that a
simultaneous analysis of texture parameters deffirad three subsequent acquisition
moments considerably improved the classificaticcueacy.

In the future, the work on recognition of the tunadfected liver tissue based on
multiphase CT will be continued. The methods ofraosting other “multiphase”
parameters will be investigated. An enlargemernthefimage database and introduction
into it of new types of hepatic tissue (other typ&sumors) is also planned. Finally, an
analogous idea of texture characterization willdokpted for description of cerebral
tumors @liomag in Magnetic Resonance Imaging. In this case amuéen of the
texture parameters during propagation of the cehtraaterial and their relation to
changes of the acquisition parameters will be stidirhis work has already begun in
collaboration with the University Hospital in Ca@france).
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