ZESTAW PYTAN

na egzamin dyplomowy inzynierski na kierunku matematyka stosowana
dla absolwentéw studiéw stacjonarnych w roku akademickim 2025/2026

I. Algebra liniowa z geometrig analityczng 1 i 2

1. Omow ciato liczb zespolonych, postac algebraiczng i trygonometryczng liczby zespolonej oraz wzor
de Moivre'a.

2. OmOw pojecie, wkasnosci i zastosowania wyznacznika.

3. Omoéw wzér Laplace’a i twierdzenie Cauchy’ego (dla wyznacznikéw).

4. Omoéw metody rozwigzywania uktadow réwnan liniowych. Omow twierdzenia Cramera i Kroneckera-
Capellego.

5. Omow pojecie przestrzeni liniowej. Podaj przyktady przestrzeni liniowych.

6. OmoOw pojecia bazy i wymiaru przestrzeni liniowej.

7. OmOw pojecia przeksztatcenia liniowego i jego macierzy.

8. Oméw pojecia wartosci i wektoréw wtasnych endomorfizmu liniowego.

9. Omoéw pojecia formy kwadratowej i jej postaci kanonicznej. Omow metode Lagrange’a
sprowadzania formy kwadratowej do postaci kanoniczne;.

10. Omoéw pojecie bazy prostopadtej przestrzeni euklidesowej. Omow ortogonalizacje Grama-
Schmidta.

Il. Analiza matematyczna 1

1. Oméw rézniczkowalnosé rzeczywistej funkcji jednej zmiennej, podaj wkasnosci funkcji
rézniczkowalnych.

2. Omow ciggtosé rzeczywistej funkcji jednej zmiennej, podaj wtasnosci funkcji ciagtych.

3. Omow zbieznos¢ szeregdw liczbowych, podaj definicje zbieznosci szeregu i kryteria zbieznosci.

4. Oméw catkowalnos¢ rzeczywistej funkcji jednej zmiennej, podaj definicje funkcji pierwotnej i
wihasnosci calki nieoznaczonej oraz wymien metody catkowania.

5. Omow catkowalnos¢ w sensie Riemanna rzeczywistej funkcji jednej zmiennej, podaj wlasnosci catki
0znaczonej.

lll. Podstawy programowania

1. Omow paradygmaty programowania strukturalnego i obiektowego.
2. Omow ztozone typy danych jezyka Python.

3. Omow zasade rekurenciji.

4. OmoOw wyrazenia listowe i stownikowe w jezyku Python.

IV. Programowanie obiektowe

1. Wyjasnij pojecia obiektu i klasy.

2. Omoéw pojecia interfejsu i implementaciji klasy.

3. Omow technike tworzenia nowych klas przez dziedziczenie z klas istniejgcych.

4. Omow wiasciwosci i dziatanie pdl i metod instancyjnych, klasowych i statycznych w jezyku Python.
5. Omow mechanizm wyjatkéw w programowaniu obiektowym.

V. Logika i teorii mnogosci

1. Zdefiniuj pojecie relacji. Co to jest relacja réwnowaznosci, klasy abstrakcji relacji rownowaznosci?
Jaka jest zaleznos¢ miedzy relacjami rGwnowaznosci i podziatami zbioréw? Zilustruj powyzsze pojecia
przyktadami.

2. Omow pojecie relacji porzadkujgcej zbior oraz rodzaje takich relacji (porzadku czesciowego,
liniowego, dobrego, gestego, itp.). Co to sa liczby porzadkowe? Przedstawiane pojecia zilustruj
przyktadami.

3. Zdefiniuj pojecia réwnolicznosci zbiorow i mocy zbioru. Sformutuj twierdzenie Cantora- Bernsteina i
zilustruj jego zastosowanie. Przedstaw schemat dowodu twierdzenia Cantora o tym, ze moc
dowolnego zbioru jest mniejsza od mocy jego zbioru potegowego.

4. Jakie zbiory nazywamy przeliczalnymi?

Podaj wtasnosci zbioréw przeliczalnych. Naszkicuj dowdd nieprzeliczalnosci przedziatu [0,1].

5. Zdefiniuj i wymien wtasnosci wszystkich spojnikdw logicznych. Jakie sg miedzy nimi zaleznosci? Co
to sg formuty rachunku zdan. Co to jest tautologia rachunku zdan?



VI. Wprowadzenie do informatyki

1. Omow zasady zmiennoprzecinkowej reprezentacji liczb zgodnej ze standardem IEEE 754.
2. Omoéw podstawowe wtasnosci arytmetyki zmiennoprzecinkowe;.

3. Omow algorytm obliczania oraz zastosowanie kodu CRC.

4. Oméw wiasciwosci, sposob kodowania oraz zastosowanie kodu Hamminga.

5. Omow podstawowe komponenty modelu programowego procesora.

VII. Analiza matematyczna 2

1. Oméw pojecia przestrzeni metrycznej i unormowanej, podaj przyktady takich przestrzeni.

2. Omow pojecie pochodnych czastkowych funkcji wielu zmiennych, podaj definicje, interpretacje i
whasnosci.

3. Omow catke podwdjng po prostokacie i po obszarze normalnym, podaj jej wkasnosci.

4. Omow caltke potréjng po prostopadioscianie i po obszarze normalnym, podaj jej wkasnosci.

5. Oméw zbieznos¢ punktowa i jednostajng szeregoéw funkcyjnych.

VIIl. Matematyka dyskretna

1. Omow zasade wigczen/wytaczen i podaj przyktady jej zastosowan.

2. OmoOw pojecie rekurencji oraz metody rozwigzywania rekurencji liniowych rzedu pierwszego i
drugiego.

3. Wyjasnij pojecie drzewa oraz podaj twierdzenie Cayleya o liczbie drzew.

4. OmOw pojecie i twierdzenie charakteryzujace grafy eulerowskie i hamiltonowskie.

5. Omow pojecie grafu planarnego oraz wzér Eulera dla graféw planarnych.

IX. Technologie informacyjne

1. Omow sposoby generowania tabel w LaTeX-u.

2. Omoéw sposo6b wykorzystania licznikow w LaTeX-u do automatycznej numeraciji.

3. Oméw sposbdb generowania stron prezentacji w pakiecie beamer w LaTeX-u.

4. Omow sposoby generowania wykreséw funkcji jednej zmiennej rzeczywistej w arkuszu
kalkulacyjnym LibreOffice Calc z uwzglednieniem funkcji zadanych przedziatami.

5. Omow znaczenie stylow w pakiecie LibreOffice.

X. Teoria liczb i kryptografia

1. Oméw pojecie kongruencji w pierscieniu liczb catkowitych. Opisz wlasnosci dziatari modularnych.
Podaj twierdzenie Eulera i Mate twierdzenie Fermata.

2. Jakie rownania nazywamy diofantycznymi? Podaj sposéb rozwigzania réwnan postaci ax+by=c,
gdzie a, b i ¢ sg ustalonymi liczbami catkowitymi. Sformutuj twierdzenie o rozwigzaniach réwnania
Pitagorasa x2+y2=z2.

3. Oméw multiplikatywng strukture ciata Zp (podac twierdzenie Gaussa). Omow pojecie logarytmu
dyskretnego i podaj przyklady zastosowan tego pojecia w kryptografii.

4. Przedstaw wybrany algorytm testowania pierwszosci wybranych liczb naturalnych oraz zdefiniuj
pojecia wykorzystywane w tym algorytmie.

5. Opisz konstrukcje systemu szyfrujgcego RSA lub systemu afinicznego. Podaj jego wiasnosci (w tym
sposOb szyfrowania/deszyfrowania oraz jego stabosci).

XI. Matematyka finansowa

1. Oméw stopy procentowe i dyskontowe (efektywne, nominalne) oraz rownowaznosé stop.

2. Omow oprocentowanie i dyskontowanie (proste, skladane, ciggte).

3. Omédw natezenie oprocentowania.

4. OmoOw renty (proste, o kapitalizacji czestszej niz ptatnosci, o ptatnosciach czestszych niz
kapitalizacja).

5. Omoéw mierniki oceny inwestycji finansowych (wartos¢ biezgca netto, wewnetrzna stopa zwrotu).

XIl. Algorytmy i struktury danych

1. Oméw metode dziel i zwyciezaj projektowania algorytméw. Podaj przyktad zastosowania tej
metody.

2. Omoéw metode dynamiczna projektowania algorytmoéw. Podaj przyktad zastosowania tej metody.
3. Oméw metode zachtanng projektowania algorytmow. Podaj przyktad zastosowania tej metody.
4. Omow struktury danych, jakie stosuje sie przy reprezentowaniu grafu w pamieci komputera



5. Omow pojecie algorytmu przyblizonego. Podaj przyktady problemoéw, w ktérych uzasadnione jest
wykorzystanie algorytmu przyblizonego.

XIIl. Algebra

1. Omoéw pojecie grupy, podgrupy i dzielnika normalnego.

2. OmoOw twierdzenie Lagrange’a dla grup oraz wnioski z tego twierdzenia.

3. Oméw pojecie pierscienia, podpierscienia i ideatu.

4. Oméw pojecie jednoznacznosci rozkladu w pierscieniach. Podaj przyktady pierscieni z
jednoznacznoscig rozktadu i bez tej wtasnosci.

5. Omoéw zasadnicze twierdzenie algebry.

XIV. Analiza matematyczna 3

1. Omow pojecia calki krzywoliniowej nieskierowanej i catki krzywoliniowej skierowane;.
2. OmoOw pojecia dywergencji i rotacji pola wektorowego.

3. Oméw twierdzenia Gaussa-Ostrogradskiego i Stokesa.

4. Omow pojecie | wikasnosci pochodnej funkcji zespolone;j.

5. Omoéw pojecia szeregu Laurenta i punktu osobliwego funkcji zespolonej.

XV. Rachunek prawdopodobienstwa i statystyka matematyczna.

1. Oméw schemat Bernoulliego.

2. Omow pojecie dystrybuanty jednowymiarowej zmiennej losowej.

3. Podaj wlasnosci jednowymiarowego rozktadu normalnego.

4. Sformutuj prawo wielkich liczb Bernoulliego. Oméw role nieréwnosci Czebyszewa w dowodzie tego
prawa.

5. Podaj przyktad zastosowania prawa wielkich liczb Bernoulliego.

6. Sformutuj centralne twierdzenie graniczne i podaj przyktad zastosowania.

7. Omow whasnosci wartosci oczekiwanej i wariancji jednowymiarowych zmiennych losowych. Podaj
wartosci wskazanych parametréw dla wybranych rozktadéw ciagtych oraz dyskretnych.

8. Omow modele przedziatow ufnosci dla Srednie;.

9. Omow rodzaje btedéw popetnianych przy weryfikacji hipotez statystycznych.

10. Omow testy pozwalajgce na weryfikacje hipotezy o niezaleznosci zmiennych losowych.

XVI. Réwnania rézniczkowe i ré6znicowe

1. Oméw rodzaje rozwigzan réwnania rézniczkowego zwyczajnego. Podaj definicje rozwigzan:
0go6lnego, szczegblnego i osobliwego.

2. Omow istnienie rozwigzania zagadnienia Cauchy’ego dla réwnania rézniczkowego zwyczajnego.
Przytocz twierdzenia Picarda i Peana.

3. Omébw operatorowag metode rozwigzywania réwnan rézniczkowych.

4. Omow istnienie rozwigzania réwnania réznicowego. Przytocz twierdzenie podstawowe teorii rownan
réznicowych.

5. Omow konstrukcje rozwigzania réwnania réznicowego liniowego o statych wspotczynnikach w
kontekscie pierwiastkdw jego réwnania charakterystycznego.

XVII. Bazy danych

1. Oméw etapy projektowania relacyjnej bazy danych.

2. Omow typy i znaczenie kluczy w relacyjnej bazie danych.
3. Omow typy zapytah SQL.

4. OmoOw znaczenie indekséw w relacyjnej bazie danych.

5. Oméw wiasciwosci transakcji w bazie danych.

XVIII. Metody optymalizacji

1. Oméw problem dualny programowania liniowego.

2. Omoéw warunki konieczne i dostateczne optymalnosci dla probleméw nieliniowych bez ograniczen.
3. Oméw warunki konieczne Karusha-Kuhna-Tuckera (KKT) w przypadku zadan optymalizacji
nieliniowej z ograniczeniami nierdwnosciowymi.

4. Oméw warunki konieczne optymalnosci dla zadan z ograniczeniami réwnosciowymi.

5. Omow najprostsze zadanie rachunku wariacyjnego oraz sformutuj rownanie Eulera-Lagrange'a.



XIX. Metody numeryczne

1. Oméw metode aproksymacji Sredniokwadratowej za pomoca bazy zlozonej z jednomiandw.
2. Oméw metode Banachiewicza rozwigzywania uktadow rownan liniowych.

3. Omoéw metode siecznych rozwigzywania réwnan nieliniowych.

4. Omoéw metode Simpsona obliczania catek pojedynczych.

5. Omow metode typu Rungego-Kutty rozwigzywania zagadnien poczgtkowych dla réwnan
rézniczkowych zwyczajnych.

XX. Fizyka

1. Oméw inercjalne i nieinercjalne ukfady odniesienia. Scharakteryzuj site bezwtadnosci.

2. Omow Il zasade dynamiki dla ruchu obrotowego. Scharakteryzuj moment bezwtadnosci uktadu
punktéw materialnych oraz moment bezwtadnosci bryly sztywne;j.

3. Oméw zasade zachowania energii mechanicznej, pedu i kretu.

4. Omow ruch harmoniczny oraz wielko$ci opisujgce ten rodzaj ruchu.

5. Omow zjawisko indukcji elektromagnetycznej.

XXI. Elementy automatyki i robotyki

1. Omow transmitancje operatorowg ukladu liniowego oraz wyznaczanie na jej podstawie
charakterystyki statycznej oraz charakterystyki dynamicznej.

2. OmoOw zwigzek pomiedzy transmitancjg operatorowg a transmitancjg widmowg oraz charakterystyki
czestotliwosciowe.

3. Omoéw wybrane kryterium stabilnosci liniowych uktadéw automatyki.

4. Omow liniowy ukfad regulacji automatycznej. Podaj transmitancje operatorowa oraz schemat
blokowy regulatora PID.

5. Oméw wspotrzedne jednorodne oraz przeksztatcenia jednorodne.

XXIl. Sztuczna inteligencja

1. Omow metody przeszukiwania przestrzeni stanow.

2. Omoéw zasadnicze cechy obliczen ewolucyjnych.

3. Oméw podstawowe metody Polskiej Szkoty Sztucznej Inteligencji (metody zbioréw przyblizonych).
4. Oméw konstrukcje drzew decyzyjnych.

5. Omdw sztuczne sieci neuronowe.

XXIIl. Liniowa teoria sterowania

1. Oméw pojecie stabilnosci asymptotycznej dla uktadu z czasem ciggtym i uktadu z czasem
dyskretnym oraz podaj jego charakteryzacje.

2. Omow zagadnienie sterowalno$ci uktadu sterowania.

3. Oméw zagadnienie obserwowalnosci uktadu sterowania.

4. Oméw zagadnienie realizacji odwzorowania wejscie-wyjscie.

5. Omow zagadnienie stabilizacji za pomoca sprzezenia zwrotnego.

XXIV. Modelowanie statystyczne

1. Omow zagadnienie analizy wariancji i kowariancji.

2. OmoOw zagadnienie regresji wielorakiej i problemy, z jakimi mozna sie spotka¢ w trakcie analizy.
3. Omoéw w jaki spos6b mozna wykryé wystepowanie obserwacji odstajacych.

4. Omow metode regresiji logistycznej.

5. Omoéw na czym polega i kiedy sie stosuje regresje Poissona.



Specjalno$é: Analityka danych

. Modelowanie hurtowni danych

1.
2.
3.
4.

Scharakteryzuj wielowymiarowy model hurtowni danych taki jak gwiazda oraz jej pochodne.
Jaka jest rola warstwy ETL w hurtowniach danych?

Podaj przyktady zaawansowanych obiektow baz danych.

Co korelacja miedzy zmiennymi X i Y moéwi o zalezno$ci przyczynowo-skutkowej miedzy tymi

zmiennymi?
5. Wymien i oméw klasy algorytméw uczenia modeli sieci bayesowskich z danych.
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. Elementy ekonometrii

. Omow strukture modelu ekonometrycznego.

. Oméw znaczenie sktadnika losowego w modelu ekonometrycznym.

. Oméw wybrane klasyfikacje modeli ekonometrycznych.

. Oméw etapy modelowania ekonometrycznego.

. Oméw wybrane metody doboru zmiennych objasniajgcych do modelu ekonometrycznego.
. Oméw zalozenia klasycznej metody najmniejszych kwadratéw.

. Oméw na czym polega weryfikacja liniowych modeli ekonometrycznych.

. Oméw wybrane testy badania wtasnosci odchylen losowych.

. Oméw zalozenia teorii predykciji.

10. Omoéw wybrane wtasnosci funkcji produkcii.

lll. Szeregi czasowe i proghozowanie.

=
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. Omow wybrane klasyfikacje prognoz.

. Omow reguly prognozowania.

. Oméw zalozenia prognozowania.

. Omow etapy prognozowania.

. Omow dekompozycje szeregébw czasowych.

. Oméw wybrane miary doktadnosci prognoz.

. Oméw wybrang klase modeli adaptacyjnych.

. Omow zalozenia teorii predykcji.

. Oméw tablice przeptywdw miedzygateziowych.

10. Oméw prognozowanie na podstawie modelu Leontiewa.



Specjalno$é: Matematyka nowoczesnych technologii

I. Programowanie robotéw

1. Omow podstawowe rodzaje kinematyki w robotyce.

2. Omow podstawowe dzialy nawigacji.

3. Przedstaw wybrany algorytm planowania drogi.

4. Przedstaw wybrany algorytm mapowania oraz zdefiniuj pojecia wykorzystywane w tym algorytmie.
5. Omoéw podstawowe grupy czujnikdw nawigacyjnych.



